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TCMI

- Component oriented OO puzzle.
- Preemptive process migration and checkpointing.
- 7 main components in 45 classes.
- Node management capabilities.
- Provides mechanism not policy.
- 8200 SLOC base code + 2500 SLOC in test cases.
Future Work

- Migration via virtual checkpoint image.
- Inter-PEN process migration.
- Migration of LWP’s (threads).
- Finish system call/signal forwarding.
Questions
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